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Context:
During the last decade, the wide availability of measurement devices and simulation tools has led to an explo-

sion in the amount of available data in almost all domains of Science, industry, economy and even everyday life.
Often these data come as point clouds embedded in Euclidean spaces, or as more general metric spaces, e.g. when
data are just given as a matrix of pairwise distances between points which is often the case for sensor networks or
social networks data. These points are usually not uniformly distributed in the embedding space but lie close to
some lower-dimensional geometric structure (manifold or more general stratified space) which reflects important
properties of the "systems" from which the data have been generated.

With the recent explosion in the amount and variety of available data, identifying, extracting and exploiting their
underlying geometric structures has become a problem of fundamental importance for data analysis and statistical
learning. On the theoretical side, the topological and geometric properties of data are of great help to analyze them
and can be used for further learning or classification tasks. On the algorithmic and applied side, understanding the
underlying geometric structure of data can help face the so-called curse of dimensionality phenomenon, and down
the road lead to drastic improvements in the complexity of algorithms.

There exist various statistical and machine learning methods that intend to uncover the geometric structure of
data, such as clustering, manifold learning and non linear dimensionality reduction, principal curves, sets estima-
tion, to name a few. Most of them assume the underlying structure to have a very simple geometry — diffeomorphic
to a disc or isometric to an open set of a Euclidean space. Furthermore the only topological information they seek
for is connectivity.

On another hand, with the emergence of distance based approaches [7, 12, 5] and persistent topology [10, 2],
geometric inference and computational topology have recently known an important development. New mathemati-
cally well-founded theories gave birth to the field of Topological Data Analysis 1 (TDA). So far the obtained results
rely mostly on deterministic assumptions which are not satisfactory from a statistical viewpoint. As a consequence
the corresponding methods remain exploratory. they do not benefit from a sound probabilistic framework and con-
not be easily used in a learning framework. Despite a few notable attempts to overcome this issue, the development

1See here for a recent talk about the state of TDA by G. Carlsson (Stanford): http://www.birs.ca/events/2012/5-day-
workshops/12w5081/videos/watch/201210150903-Carlsson.mp4
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of a statistical approach to Topological Data Analysis is still in its infancy and there is now a real need to combine
computational topology and geometry, statistical and learning approaches to go beyond.

Goals and expected work: The goal of this PhD is to develop well founded statistical and learning methods and
algorithms for Topological Data Analysis (TDA). The PhD student will particularly focus topological persistence
[10, 2] that is a fundamental tools in TDA.

He will work on the design of various statistical frameworks and models for topological persistence. In topo-
logical data analysis, persistence diagrams are computed from filtered simplicial complexes built on top of finite
data sets. The space of persistence diagrams being a metric space (endowed with the so-called bottleneck distance
[9, 3]) they provide a "topological signature" of the data that can be used to compare different data sets. However,
up to now, this comparison remains largely heuristic and rarely comes with statistical guarantees. The PhD work
will be organized in two main parts:

1. Statistical properties of persistence diagrams: A first task will be to propose various statistical models
that are relevant from the topological data analysis point of view and from which rigorous statistical results
for persistence diagrams can be established. In a first step, building on recent results from [4] the statistical
properties of persistence diagrams obtained from families of simplicial complexes built on top of point
clouds sampled from a possibly unknown compact metric space endowed with a probability measure will be
considered. Other important frameworks and models occurring in practice such as for example the statistics
of persistence diagrams of distance-to-measure functions of empirical measures associated to point clouds
sampled according to a given measure will also be considered. The objective of this part is to provide
frameworks and results in which persistent diagrams can be used as well founded statistics and to design
new TDA and geometric inference algorithms taking advantage of these statistics.

2. Kernel-based learning algorithms for TDA: Using the approach of [1] where persistent diagrams are rep-
resented as elements of an Hilbert space, we also intend to exploit our statistical results to design kernels
carrying topological information that could be used with classical kernel-based methods in statistical learn-
ing. The objective of this part is to provide a set of mathematically well-founded statistical and machine
learning algorithms that explicitly exploit the topological structure of data encoded in persistence diagrams.
The relevance and efficiency of the designed tools will be tested on synthetic and real data sets coming from
various applications areas. For example, building on [8] semi-supervised learning applications for 3D shapes
databases based upon topological signatures will be explored.

Requested experience:
- a good mathematical background and some knowledge in computational geometry/topology and/or statistical
learning. - Some notions of C/C++ or Python would also be welcome.

Related projects:
The PhD student will be a member of the Geometrica team in Saclay. Geometric inference, TDA and their sta-
tistical and algorithmic aspects are at the core of the research done by the Geometrica team in Saclay. The PhD
work and results will contribute to the EU project CG-Learning (http://cglearning.eu/); to an INRIA associated
team COMET between Geometrica, the Geometric computing group at Stanford and T. Dey’s group at Ohio Univ
(http://www.inria.fr/en/teams/comet); and, to a submitted ANR project entitled “TopData: Topological Data Anal-
ysis: Statistical Methods and Inference”.
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